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About me

↪ Librarian
↪ Library information systems developer (GEAC/Infor - Vubis LIS)

↪ Research information specialist / Pure manager (TU/e)

↪ Data / Azure engineer (RUG/UMCG BI project)
↪ LLMOps engineer (UMCG AI & RUG Pure automation projects)
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FRIDa & the rise of Gen AI (2022-2025)

- Fair Research Information Dashboard project
- Joint RUG/UMCG Project to create a local, single source of truth for

research information BI

- ‘Local’ data warehouse
- based on Azure SQL server, Logic apps, Databricks, storage 

containers 

- Collecting data from various sources (18 currently)
- Providing Power BI dashboards for faculty management 
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FRIDa architecture overview
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AI evolution during FRIDa

During the project:

- ChatGPT arrived
- Databricks’ rapid implementation of AI (genie chat and code fixing)

- ChatGPT and Github Copilot integrated in VS Code (dev tool)

- Codex and Cursor as ‘AI’ first chat IDE
- Dashboards becoming chat interfaces (Databricks One)

- Agentic AI became a thing

This inspired us to start spinoff projects with AI components



7 /  14|

FRIDa spinoff projects

- Automate CRIS (Pure) validation

- Auto loading of new publications from the data warehouse into Pure 

(optimal combination of metadata from OpenAlex, (<- 94%!->) Scopus, 
PubMed and WoS)

- Mostly process automation, some Agentic AI to maintain data quality

- AI support for UMCG Grant Office

- Generate newsletters using RAG on funder websites

- Classify researcher expertise based on output and mission statements
- Tailor newsletters to expertise/interest

- AI based chat with data
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AI use cases in our projects
- Planning & compliance (ChatGPT)

- “What’s a good architecture for our data warehouse setup”

- Get the legal department off our back

- Digital Autonomy roadmap

- Developing (ChatGPT, Github Copilot, Databricks Assistant)
- “Give me a SQL script to combine Pure and OpenAlex data”

- Bug hunting (ChatGPT, Github Copilot, Databricks Assistant)
- “Hey ChatGPT, why doesn’t the SQL script that Databricks’ assistant gave me work?”

- Data quality fixing (ChatGPT, Github Copilot)
- Add more DOIs, ORCiDs, clean up external organizations

- Chat with data (Databricks Genie & One)
- AI instead of Power BI to explore the data

- Classifications (Local LLM; gpt-oss-120b on DGX Spark)
- Build and apply a medical taxonomy for UMCG research
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Autonomy backup plan (AI assisted) 

Current solution Backup solution

Azure SQL server Local PostgreSQL (better for AI 

anyway)

Azure Logic apps Local Jupyter notebooks

Azure Databricks orchestration Databricks on AWS or Google, (Lidl?) 

or local Apache Airflow

Databricks notebooks Local Jupyter notebooks

Azure Devops version control Local GitLab

Mistral / OpenAI AI Local LLM’s

Power BI Apache Superset
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Improving data quality with AI

Loading and fixing data need to work in tandem

- Use of AI to plan, code and bulk fix (e.g. external organizations)
- Process automation to load new data (e.g. publications,ROR

organizations in the CRIS)

- Agentic AI to maintain data quality and cleanup (due to lacking control in 
the interface options)
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Generating with AI

AI offers the opportunity to create customized classifications, abstracts for CRIS and BI

- can vary slightly across runs (also goes for humans)

- may shift behavior across model updates

- may re-interpret low quality data differently over time

LLMOps = stability

Consistent data quality, prompting, model testing, schema’s, taxonomies needed
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Operational AI Stack for Research Libraries
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The need for unified data instead of vendor silos
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Conclusions
- AI enables rapid prototyping and development, flexibility in data autonomy and sovereignty

- New use cases: loading, fixing, classifying and chatting with the data

- AI will probably (in part) replace current analytics interfaces

- Improve data quality with (agentic) AI (essential with diminishing library staff)

- Librarians need to focus more on prompt engineering, model selection and testing to allow

data curation at current scale

- Focus on infrastructure (national):

- Quality, curated data not bound/structured by vendors

- Stable and autonomous AI + expertise sharing
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Thanks! Questions?
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